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Abstract

A detailed numerical simulation of forced convection heat transfer occurring in silicon-based microchannel heat

sinks has been conducted using a simplified three-dimensional conjugate heat transfer model (2D fluid flow and 3D heat

transfer). The micro-heat sink model consists of a 10 mm long silicon substrate, with rectangular microchannels, 57 lm
wide and 180 lm deep, fabricated along the entire length. A finite difference numerical code with a Tri-Diagonal Matrix

Algorithm (TDMA) was developed to solve the governing equations. The validated code provided detailed temperature

and heat flux distributions in the microchannel heat sink. The influence of the geometric parameters of the channel and

the thermophysical properties of the fluid on the flow and heat transfer, are investigated by evaluating thermophysical

properties at a reference bulk temperature. The results indicate that thermophysical properties of the liquid can sig-

nificantly influence both the flow and heat transfer in the microchannel heat sink. The bulk liquid temperature is shown

to vary in a quasi-linear form along the flow direction for high fluid flow rates, but not for low flow rates. Comparison

of the numerical results with other published numerical results and experimental data available in the literature for

Reynolds numbers less than 200 based on a hydraulic diameter of Dh ¼ 86 lm and Dh=Lx < 0:01, indicates that the

assumption of hydrodynamic, fully developed laminar flow is valid. The thermal entrance length is also obtained from

the detailed local heat transfer coefficient calculation and a correlation for the overall averaged Nusselt number is

developed and discussed. Finally, a methodology is proposed whereby measured data can be evaluated and processed in

order to provide a more complete understanding and better interpretation of these experimental data.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Recent advances in very large-scale integration

(VLSI) technology and Micro-Electro Mechanical Sys-

tems (MEMS), have resulted in the ability to fabricate

many heretofore unimagined mechanical and/or elec-

tromechanical devices on a single silicon wafer. Because
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microchannels with noncircular cross-sections comprise

an integral part of these silicon-based microsystems and

may be heated asymmetrically, functional designs re-

quire that the fluid flow and heat transfer characteristics

in these microchannels be known and understood. In

addition, the microminiaturization of electronic devices

and resulting increased packaging density and associated

high heat fluxes [1], require novel cooling strategies that

may involve the silicon-based microchannel heat sinks.

For more than a decade, investigations have been

conducted to better understand the fluid flow and heat

transfer characteristics in silicon-based microchannel
ed.
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Nomenclature

A area of cross-section of microchannel

Aw area of substrate bottom wall

CP specific heat

f friction factor

H height of channel

h convective heat transfer coefficient

L length of microchannel

Lm length of side wall of cavity

_m mass flow rate

N total number of grids in mesh

Nu Nusselt number

Nudefinition averaged Nusselt number from definition

of Eq. (28)

Nueq overall equivalent Nusselt number in Eq.

(25)

Nurough roughly averaged Nusselt number from Eqs.

(26) and (27)

P pressure

qw heat flux

Re Reynolds number

S total surface area of inner wall of channel

T temperature

Tw temperature at wall of microchannel

u x-direction velocity of liquid

V vector of velocity

W width of channel

Greek symbols

k conductivity

q density

l dynamic viscosity

t kinetic viscosity

C periphery of the inner wall of channel

Subscripts

ave averaged value

con conservation of energy

e entrance effects

h hydrodynamic equivalent value

in at inlet of channel

l liquid

m mean value

num numerical results

out at outlet of channel

s surface of channel; Solid

w substrate wall

x local value along the longitudinal direction

4216 J. Li et al. / International Journal of Heat and Mass Transfer 47 (2004) 4215–4231
heat sinks designed for applications in electronic cool-

ing. These noncircular channels and silicon based mi-

crochannel heat sinks combine the attributes of high

material compatibility, high surface area per unit vol-

ume ratios, and large potential heat transfer perfor-

mance, with highly sophisticated and economic

fabrication processes. These advantages make these sil-

icon based microchannel heat sinks extremely attractive

for a wide variety of commercial applications. Com-

parison of the experimental results, however, indicates a

number of disparities between the values predicted using

classical macromodeling techniques and the experimen-

tal data available in the literature. In addition, there

appears to be considerable variation in the experimental

data obtained by various investigators [2,3].

It is well known that the cross-sectional shape of a

channel can have significant influence on the fluid flow

and heat transfer characteristics in noncircular micro-

channels. Peng and Peterson [4] performed experimental

investigations of the pressure drop and convective heat

transfer for water flowing in rectangular microchannels,

and found that the cross-sectional aspect ratio had sig-

nificant influence on the flow friction and convective

heat transfer in both laminar and turbulent flows.

Kawano et al. [5] provided experimental data on the

friction and heat transfer in rectangular, silicon based

microchannel heat sinks, and more recently Wu and
Cheng [6,7] conducted a series of experiments to mea-

sure the friction factor and convective heat transfer in

smooth silicon microchannels of trapezoidal cross-sec-

tion. However, the experimental test articles [2–7] for the

various experimental investigations vary greatly, making

it very difficult to compare the experimental results or to

draw any significant, experimentally substantiated con-

clusions. In addition, the derived empirical correlations

may differ from each other, with each only applicable for

the geometry of that particular heat sink and fabrication

process. This is especially true when comparing results

from single channels with that obtained in multichannel

flow. For these reasons, it is necessary not only to con-

duct experimental investigations, but also to develop

numerical models that are capable of providing insight

to the fundamental physics that govern the fluid flow

and heat transfer characteristics of these microchannel

heat sinks.

It is important to note that in silicon-based MEMS

technology, unlike larger-scale conventional heat

exchangers, microchannels fabricated as an integral part

of silicon wafers, often have noncircular cross-sections

due to the fabrication processes used, i.e., trapezoidal,

triangular or rectangular. In addition, the heat source is

usually located on only one side of the channel, as op-

posed to the case where the perimeter of the channel is

heated symmetrically. In the earliest analytical studies of
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heat transfer in microchannel heat sinks, classical fin

analysis methods were widely utilized and the results

directly applied to model the heat transfer [8,9]. While

this presents a reasonable first approximation, there

exist a number of assumptions in this classical method,

which when combined, significantly reduces the accu-

racy of the results as noted by Qu and Mudawar [10].

Wesberg et al. [11] solved a two-dimensional conju-

gate heat transfer problem for microchannel heat sinks

to obtain detailed spatial distributions of the tempera-

ture of the heat sink cross-section along the length of the

channels. Fedorov and Viskanta [12] developed a three-

dimensional model to investigate the conjugate heat

transfer in a microchannel heat sink with the same

channel geometry used in the experimental work done

by Kawano et al. [5]. This investigation indicated that

the average channel wall temperature along the flow

direction was nearly uniform except in the region close

to the channel inlet, where very large temperature gra-

dients were observed. Qu and Mudawar [10] conducted

a three-dimensional fluid flow and heat transfer analysis

for a rectangular microchannel heat sink with a geom-

etry similar to that of Kawano et al. [5] using a

numerical method similar to that proposed by both

Kawano et al. [5] and Fedorov and Viskanta [12]. This

model considered the hydrodynamic and thermal

developing flow along the channel and found that

the Reynolds number will influence the length of

the developing flow region. It was also found that the

highest temperature is typically encountered at the

heated base surface of the heat sink immediately adja-

cent to the channel outlet, and that the temperature rise

along the flow direction in the solid and fluid regions can

both be approximated as linear.

While the general trends indicated above are similar,

the numerical results achieved by Qu and Mudawar [10]

and Fedorov and Viskanta [12] differ, and it is therefore

necessary to clarify several important issues. The first of

these is that while Qu and Mudawar [10] assumed con-

stant fluid thermophysical properties, it is well known

that the Reynolds number depends on the viscosity of

the fluid, which changes significantly with the liquid bulk

temperature. Fedorav and Viskanta [12] noted that the

thermophysical properties are temperature dependent,

but that modification of the thermophysical properties

in the numerical calculation process were very difficult

since the temperature and velocity of the liquid were

coupled during the numerical calculation process. This

coupling required that the thermal properties of the li-

quid, form one convergent solution with temperature at

which time the velocity and temperature had to be

recalculated. This process was then repeated until the

final results had been achieved. In the method developed

herein, the velocity field is first solved and then the mean

velocity derived. The thermophysical properties are

chosen at a reference temperature (an estimated aver-
aged liquid bulk temperature) determined from the en-

ergy balance and then a new final velocity field and

temperature distribution for the microchannel is defined.

The second issue of importance is that although the

previous work provided some guidance and information

about the behavior of the fluid flow field and heat

transfer [10,12], some important absolute values were not

presented, e.g., the total pressure drop along the flow

direction and the velocity field. Finally, in order to

accurately interpret the experimental data and to com-

pare the measured data with the calculated results, it is

necessary to properly define the overall Nusselt number

at different Reynolds numbers.

In the current investigation, all three of these issues

are addressed. A numerical model with fully developed

flow is presented and used to analyze the heat transfer in

a microchannel heat sink for low Re numbers (less than

150 on the basis of hydraulic diameter 86.58 lm). The

numerical model is based upon a simplified three-

dimensional conjugate heat transfer approach (2D fluid

flow and 3D heat transfer). A series of calculations were

carried out to analyze the transport process in a rect-

angular silicon-based microchannel heat sink with a

geometry identical to that studied by Kawano et al. [5],

Fedorov and Viskanta [12], and Qu and Mudawar [10].

Computations were performed for different total pres-

sure drops in the channel to obtain the relation between

the overall averaged Nu number and the Re number for

this specific geometry of heat sinks.
2. Conjugate heat transfer in a micro-heat sink

The micro-heat sink modeled in this investigation

consists of a 10 mm long silicon substrate with a silicon

cover. The rectangular microchannels have a width of 57

lm and a depth of 180 lm. Using several different

methods, the entrance length for the low Re number in

the channel is identified. The averaged overall Nusselt

number is carefully defined and after a series of calcu-

lations for different total pressure drops in the channel

the relation between the overall Nusselt number and the

Reynolds number is analyzed and discussed. These

studies can help to clarify some of the variations in the

previously published data and provide a fundamental

insight into thermal and fluid transport process occur-

ring in the microchannel heat sinks designed for elec-

tronic cooling and other applications.

Due to inconsistencies in the experimental results and

an overall lack of understanding of the underlying nat-

ure of the phenomena, the classical Navier–Stokes and

energy equations are used in the present study with no

modifications made to account for the effects of surface

characteristics on the fluid flow and heat transfer (such

as roughness and hydrophilic properties or electric

double layer).
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A schematic of the rectangular microchannel heat

sink is illustrated in Fig. 1 where a unit of cell consisting

of one channel was selected because of the symmetry of

the structure. The unit cell of the heat sink can be rep-

resented by an asymmetric rectangular channel with

the cross-sectional dimensions as shown in Table 1. The

channel geometry is identical to that employed in

the experimental work of Kawano et al. [5] and in the

numerical investigations of Qu and Mudawar [10] and

Fedorov and Viskanta [12]. It is assumed that the power

density input at the bottom of the heat sink is uniform.

The length required for the formation of a fully

developed laminar profile in a microchannel can be

estimated by the theoretical equation of Langhaar [13],

developed for a round tube. Defining an entrance length,

Le as that distance required for the centerline velocity to

reach 99% of the fully developed value. Langhaar’s

equation is,

Le

Dh

¼ 0:0575
umDh

t
¼ 0:0575ReD ð1Þ
Fig. 1. Structure of a rectangle microchannel heat sink and the

unit of cell.

Table 1

Geometric dimensions of the unit cell under consideration

H
(lm)

W
(lm)

Ww

(lm)

Dh

(lm)

Ly

(lm)

Lz

(lm)

Lx

(mm)

180 57 43 86.58 900 100 10
The above holds true for Reynolds numbers of

approximately 2000 or smaller based on the channel

diameter. For a hydraulic diameter of Dh ¼ 86:58 lm,

this expression yields an entrance length of 634.3 lm for

Re ¼ 140. The pressure drop in the entrance region prior

to the establishment of fully developed flow is much

greater than for an equivalent length in the fully devel-

oped flow region, hence, the pressure drop calculated for

fully developed flow will slightly underestimate the

pressure drop in the actual situation. In Refs. [14–16], it

is pointed out that the shape of the entrance is very

important, with much shorter entrance lengths occurring

for square-edged entrances than for rounded ones. Thus,

because the flow entrance length may be less than 5% of

the total length for a rectangular channel heat sink,

the assumption of fully developed laminar flow over the

entire length of the microchannel is acceptable for the

heat transfer analysis, particularly in cases such as this

where the Reynolds number is less than 150. This

assumption is verified by the experimental results of

Kawano et al. [5].

Consider a steady 3D flow in a silicon microchannel

heat sink with heating from below and with adiabatic

conditions at the other boundaries, as illustrated in Fig.

1, the symmetry of the heat sink yields a domain com-

prised of a unit cell with a single rectangular channel,

shown schematically in Fig. 2. If the compressibility, the

gravitational force and the dissipating heat caused by

viscosity are neglected, the continuity, momentum and

energy equations for a fully developed 3D flow heat

transfer are,

r � v ¼ 0 ð2Þ

ðv � rÞv ¼ � 1

ql

rP þ tlr2v ð3Þ
Fig. 2. Domain of numerical simulation.
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v � rTl ¼
kl

CPql

r2Tl ð4Þ

respectively, and the hydrodynamic boundary condi-

tions can be stated as:

u ¼ 0; v ¼ 0; w ¼ 0

at the inner wall surface ðno-slipÞ ð5aÞ

x ¼ 0; Pl ¼ Pin; v ¼ 0; w ¼ 0

at the inlet; and ð5bÞ

x ¼ Lx; Pl ¼ Pout ðhere; 1atmÞ; v ¼ 0; w ¼ 0

at the outlet ð5cÞ

For a steady, fully developed laminar flow, we have
ou
ox ¼ 0 or u ¼ uðy; zÞ, and v ¼ 0, w ¼ 0. Therefore, Eq. (3)

with the boundary conditions given by Eq. (5) can be

simplified to,

o2u
oy2

þ o2u
oz2

¼ � 1

ll

dP
dx

¼ � 1

ll

DP
Lx

ð6Þ

The energy equation for the liquid, Eq. (4), becomes

u
oTl
ox

¼ kl
CPql

o2Tl
ox2

�
þ o2Tl

oy2
þ o2Tl

oz2

�
ð7Þ

The heat conduction in the silicon wafers is,

o

ox
k
oTw
ox

� �
þ o

oy
k
oTw
oy

� �
þ o

oz
k
oTw
oz

� �
¼ 0 ð8Þ

which is subject to the following thermal boundary

conditions

y ¼ 0; �kw
oTw
oy

¼ qw ð9aÞ

y ¼ Ly ; �kw
oTw
oy

¼ 0 ð9bÞ

x ¼ 0; if ðy; zÞ 2 channel Tl ¼ Tin;

else� kw
oTw
ox

¼ 0 ð9cÞ

x ¼ Lx; if ðy; zÞ 2 channel� kl
oTl
ox

¼ 0;

else� kw
oTw
ox

¼ 0 ð9dÞ

z ¼ 0; �kw
oTw
oz

¼ 0 ð9eÞ

z ¼ Lz; �kw
oTw
oz

¼ 0 ð9fÞ

� kw
oTwðx; y; zÞ

on

����
C

� �
¼ �kl

oTlðx; y; zÞ
on

����
C

� �
;

at the inner wall surface ð9gÞ
where, Eq. (9a) gives the uniform heat flux density

boundary condition at the bottom wall of the wafer

subjected to heating; Eqs. (9b)–(9f) assumes no heat loss

from the solid to the ambient at the boundary except at

x ¼ 0 for the liquid, where Tl ¼ Tin; Eq. (9d) assumes a

thermally fully developed flow at the outlet of the mi-

crochannel. It should be noted that in reality, heat losses

from the heat sink to the environment should be con-

sidered by conduction and convection at the inlet and

outlet and at the top surface of the heat sink. Eq. (9g)

gives a matching heat flux boundary condition on the

channel interface. C denotes the perimeter of the inner

wall of the channel.

Eqs. (6)–(8) with the boundary conditions given in

Eqs. (5) and (9) can be solved numerically. Initially, for

the given pressure drops, DP , the 2D velocity profiles

can be obtained from Eqs. (5) and (6). Once this has

been done, the energy equations given by Eqs. (7)–(9)

can be solved. The governing partial differential equa-

tions with the boundary conditions are then discretized

by means of the control volume method with grid points

placed at the center of each. The upwind scheme is used

for the convection term in Eq. (7).

In this paper, a five-point difference scheme is used

for Eq. (6) and a seven-point difference scheme is used

for Eqs. (7) and (8). In order to expedite the convergence

of the calculations, a line-by-line iteration and a Tri-

Diagonal Matrix Algorithm (TDMA) method with a

Thomas algorithm and successive under-relaxation

iterative methods were used to obtain the 3D tempera-

ture distribution, T ðx; y; zÞ. A more detailed explanation

of the numerical solution can be found in Ref. [17].

The convergence criteria were established asXX
juðj; kÞ � u0ðj; kÞj6 10�3 for velocity; and

ð10ÞXXX
jT ði; j;kÞ� T0ði; j;kÞj610�2 for temperature

ð11Þ

The total grid number is 180,000 (iðxÞ � jðyÞ � kðzÞ is
20· 90· 99) for the domain. Eq. (11) yields an approx-

imate criterion for the mean square root error (MSRE)

of

jT ði; j; kÞ � T0ði; j; kÞj �
PPP ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðT ði; j; kÞ � T0ði; j; kÞÞ2
q

N
6 5� 10�8:

This type of a fine grid mesh for the y and z directions
was chosen in order to properly resolve the velocity and

viscous shear layers, and to more accurately define the

conjugate heat transfer at the surface of the channel,

thereby improving the temperature resolution. Further-

more, comparison with standard theoretical or numeri-

cal results, indicates that the finer the mesh size, the
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higher the numerical accuracy. Detailed information

about the validation of the numerical code and the

systematic errors induced are presented in the next sec-

tion. The reasons for the comparative coarse discreti-

zation for the x-direction are: (i) with the exception of

the inlet region, the temperature gradients are small

compared to the gradients occurring in other directions;

and (ii) The CPU time as well as the memory storage

required increases dramatically as the number of grid

nodes is increased.
Fig. 3. Comparison of 2D velocity field between the approxi-

mate theoretical solution and the numerical result. (a) 2D

velocity field in channel from the approximate theoretical

expression Eq. (12) (DP ¼ 50 kPa, Re ¼ 99, Treference ¼ 20 �C,
the mean velocity is 1.15 m/s). (b) 2D velocity field in channel

from the numerical calculation (DP ¼ 50 kPa, Re ¼ 96,

Treference ¼ 20 �C, the mean velocity is 1.11 m/s).
3. Validation of the code

Velocity field: The velocity field can be determined

analytically using a more direct, although somewhat less

accurate approach than the Fourier series approach for

Eq. (6). As indicated by Bejan [14], the following

approximation yields reasonably approximate results for

this type of problem,

uðy; zÞ ¼ 9

4
um 1

"
� y

H=2

� �2
#

1

"
� z

W =2

� �2
#

ð12Þ

and

DP ¼ f
4Lx

Dh

1

2
qu2m

� �
ð13Þ

f ¼ H 2 þ W 2

ðH þ W Þ2
24

ReDh

ð14Þ

ReDh
¼ umDh

t
ð15Þ

Dh ¼
4A
C

¼ 4HW
2ðH þ W Þ ð16Þ

Substituting Eqs. (14)–(16) into Eq. (13), the mean

velocity for a given pressure drop, um can be obtained.

Then, using the resulting value for um and Eq. (12), the

approximate theoretical velocity distribution in the mi-

crochannel as shown in Fig. 3(a) can be obtained. Al-

though a more accurate analytical solution was obtained

by Shah and London [18], the method described above

was chosen so that the numerical results can be evalu-

ated and the various nondimensional parameters could

be identified and used in the analysis and discussion of

the results.

The numerically determined velocity field developed

here is shown in Fig. 3(b). Comparison of the theoretical

and numerical results indicates that while the numerical

code accurately represents the general trend of the re-

sults, there is some disparity between the theoretical and

numerical results, especially in the maximum value and

the overall distribution around this maximum value. The

small difference of the velocity profile between Fig. 3(a)

and (b) is due to the approximations in the theoretical
solution described in Eq. (12). But clearly, as evidenced

by the magnitude of the mean velocities and the Rey-

nolds numbers obtained from the different methods, the

agreement between the two methods is quite good and

provides sufficient evidence for validation of the method

proposed here. In this comparison, the thermal proper-

ties of water were chosen at a temperature of 293 K

(20 �C). Because the thermophysical properties are tem-

perature dependent, particularly the liquid viscosity, the

velocity and consequently the Reynolds numbers are

different under the same pressure drop conditions. This

issue will be discussed in more detail later. Fig. 4 com-

pares the theoretical friction coefficient as determined

from Eq. (14) with the numerical results obtained using

the following procedure. The mass flow rate is calculated

from the velocity as,

_m ¼
XX

ql � uðj; kÞDyDz ð17Þ

and then, the mean velocity is obtained as

um ¼ _m
qlA

ð18Þ
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theoretical predictions and the experimental data for the fric-

tion coefficient.
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then using Eq. (13), the friction factor can be deter-

mined. In Refs. [14,16], the friction coefficient, f Re, is
determined numerically for different duct cross-sections.

For the rectangular channel with an aspect ratio (height

to width) of 3–1 (H : W ), which approximates the

geometry used here, 180 lm · 57 lm, the Darcy friction

factor–Reynolds number product, fDarcyReDh
, is 69. The

agreement between the numerical calculations here and

the calculations obtained by others [14,16] indicates that

the numerical code developed here is quite accurate for

the fully developed laminar flow. Eq. (14) underesti-
Fig. 5. 3D velocity field in the cross-section z ¼ Lz=2 (refer to F

Treference ¼ 20 �C).
mates the friction factor since Eq. (14) was derived from

an expected approximate velocity field Eq. (12).

In order to validate the assumption of fully devel-

oped flow in the microchannel, a 3D numerical simula-

tion was performed using a commercial software

package [FLUENT] to solve Eqs. (2), (3) and (5).

The results are shown in Fig. 5, where the shadowed

area represents the entrance region. The function of

this 3D simulation for the fluid flow in microchannels

is to:

(i) Identify the entrance length––the 3D simulation of

fluid flow in the microchannel indicates that the

length of the entrance region is in a range predicted

by Eq. (1).

(ii) Validate the code developed here with one that is

commercially available––the commercial code re-

sults and the results from the code developed in this

work are in good agreement and as shown in Fig. 5,

the 3D simulation of the velocity profile closely

approximates the results shown in Fig. 3b.

(iii) Determine if for low mass flow rates (or low Rey-

nolds numbers), the fully developed laminar flow

assumption is correct––the experimental results of

Kawano et al. [3] shown in Fig. 4, for a microchan-

nel heat sink with the same channel geometry inves-

tigated here, indicate that if the Reynolds number is

less than 200, the friction coefficient C is approxi-

mately 68 and constant. However, if the Reynolds

number increases to a value above 200, the friction

coefficient C increases with increases in the Rey-

nolds number.
ig. 2) of the channel from commercial code (DP ¼ 50 kPa,



4222 J. Li et al. / International Journal of Heat and Mass Transfer 47 (2004) 4215–4231
Heat transfer: The code was first validated for one-

dimensional heat conduction by comparing the results

with a 1D analytical solution of heat conduction with a

specified boundary condition [14]. The agreement was

quite good and indicated very good correlation between

the numerical results and the 1D analytical solution.

Secondly, using conservation of energy, it can be shown

that the maximum possible temperature rise between the

fluid inlet and outlet i.e., no heat loss to the environ-

ment, can be expressed as:

DTl;con ¼
qw � Aw

_mnum � CP
ð19Þ

In addition, the average temperature rise between the

inlet and outlet of the channel can be determined from

the enthalpy increase as determined from the energy

balance and can be expressed as:
DTl;ave ¼ T lðx ¼ LxÞ � T lðx ¼ 0Þ

¼
PP

ql � uðj; kÞ � CP � T ði ¼ 20; j; kÞDyDz�
PP

ql � uðj; kÞ � CP � T ði ¼ 1; j; kÞDyDzf g
_mnum � CP

ð20Þ
In the current investigation, three different cases

(qw ¼ 90 W/cm2, DP ¼ 50, 15, and 6 kPa) were explored.

Comparison of the results, indicates that the differ-

ence between DTl;ave (�11.5, 36.7, 85.2 �C as determined

by Eq. (20) for qw ¼ 90 W/cm2, Re ¼ 144, 77, 42,

respectively,) and DTl;con (�14.3, 38.9, 86.5 �C as deter-

mined by Eq. (19), respectively, for the same conditions)

is small. Differences of this magnitude can be attributed

to (i) Eq. (19)––the maximum possible temperature rise

in the bulk liquid from the energy balance; (ii) the mesh

size is not as fine as required (infinitesimal), hence the

accuracy of the statistical result from Eq. (20) is limited;

or (iii) as mentioned above, the mesh size in the x-
direction is comparatively coarse. A grid sensitivity

analysis indicated that the accuracy of the velocity and

temperature fields were heavily dependent on the grid

size within the numerical domain. This is a truncation

error involved in the numerical method. From the above

comparison and discussion, the model developed here is

consistent with the energy conservation law.

Further validation of the numerical results can be

performed by comparison with the results provided in

Refs. [10,12]. While some of these results are in good

agreement, from a detailed analysis it is apparent that

several new observations can be made which further

clarify the results previously published in Refs. [10,12].
4. Results and discussion

A series of numerical calculations have been con-

ducted and the results are presented in order to show the
effects of heat flux and mass flow rate on the tempera-

ture distribution in the microchannel heat sinks. The

following three subsections are devoted to the local

temperature distribution in micro-heat sinks, the aver-

age bulk characteristics of heat transfer, and further

general discussion. Furthermore, in order to better

compare the computational results obtained here with

the experimental data available in the literature, the

average overall Nusselt number is defined and analyzed

with respect to the variations in the Reynolds number.

4.1. Local temperature distributions

Fig. 6 shows a velocity field in a microchannel (with

the vertical scale different from the horizontal scale) at

DP ¼ 50 kPa. As discussed previously, the thermo-

physical properties of the liquid are based upon the
estimated liquid bulk temperature. As can be seen by

comparison with the results shown in Fig. 3, for the

same pressure drop along the channel, the thermal

properties, velocity profile, mean velocity and Reynolds

number are all significantly different. This difference

demonstrates how significant the variation of the ther-

mophysical properties of the liquid with respect to

temperature can be. As shown, a variation in the refer-

ence temperature Treference from 20 to 32 �C, changes the
mean velocity from 1.11 to 1.31 m/s, and results in a

corresponding change in the Reynolds number from 96

to 144.

The numerical results for the temperature distribu-

tion in the heat sinks are shown in Figs. 7 and 8 for

different locations along the channel. Fig. 7a–c show the

local cross-sectional temperature distribution in the y–z
plane at x ¼ 0, x ¼ Lx=2 and x ¼ Lx, respectively. As

shown in Fig. 7a, the temperature of the liquid at the

inlet is initially uniform (at 20 �C). The temperature

profiles shown in Fig. 7b and c are similar in shape due

to the assumption of hydrodynamic fully developed

flow, but the magnitudes of the temperature are differ-

ent. Fig. 8a illustrates the temperature contours in the

heat sink at the outlet of the channel and Fig. 8b shows

the local temperatures inside the channel. It is interesting

to note in Fig. 8b that the temperature is highest at the

channel corner. This is due to the low velocity of the

flow and the resulting high concentration of heat flux,

causing bubble nucleation in the channel corner [19]. In

a majority of the published literature, it is assumed that

the measured substrate wall temperature is the boiling

incipience point for the liquid. From these calculations it



Fig. 6. 2D velocity field in channel from the numerical calculation (DP ¼ 50 kPa, Re � 144, Treference ¼ 32 �C, the mean velocity is 1.312

m/s).
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is apparent that there is a 2–3 �C temperature difference

between the bottom wall of the substrate and the bottom

surface of the channel.

The temperature distribution can be illustrated more

clearly in Fig. 9a–c, which represent the local tempera-

ture distribution in the x–y plane at z ¼ Lz=2 for the

three cases with qw ¼ 90 W/cm2, at DP ¼ 50, 15 and 6

kPa, respectively. The temperature variations in the bulk

liquid and the substrate are represented by variations in

the color, with the temperature scale located at the side

of each figure. The liquid flow is clearly apparent in this

figure, which when combined with Figs. 7 and 9 yield

detailed information about the temperature distribution

in the micro-heat sink.

4.2. Average and bulk heat transfer characteristics

As discussed previously, Fedorov and Viskanta [12]

presented a detailed distribution of the local heat flux at

the inner wall of the channel where the solid and the

fluid are in direct contact. Similarly, Qu and Mudawar

[10] also analyzed the local heat flux and the local

Nusselt number distribution at the inner channel wall.

Both of those analyses depended on the different defi-

nitions of the local heat flux and the local Nusselt

number.

In order to evaluate the local averaged heat transfer

characteristics along the flow direction, the convective

heat transfer coefficient and Nusselt number, must be

defined. For purposes of the current investigation, the

longitudinal convective heat transfer coefficient is de-

fined as
�hx ¼
�qs;CðxÞ
DT ðxÞ

ð21Þ

and the averaged longitudinal Nusselt number as

Nux ¼
�hx � Dh

kl
ð22Þ

The averaged longitudinal local heat flux along the

perimeter of the inner wall of the channel in Eq. (21) is

defined and calculated as

�qs;CðxÞ ¼ �kw
oTwðx; y; zÞ

on

����
C

� �

¼ �kl
oTlðx; y; zÞ

on

����
C

� �
ð23Þ

and the longitudinal mean temperature difference in Eq.

(21) is defined as,

DT ðxÞ ¼ T w;CðxÞ � T lðxÞ ð24Þ

here,

Tw;CðxÞ ¼
P

C Tw;Cði; j; kÞ
NC

;

T lðxÞ ¼
PP

ql � uðj; kÞ � CP � Tlði; j; kÞDyDz
_mnum � CP

;

where NC is the total number of nodes along the

perimeter of the inner wall (here NC ¼ 2� 18þ 2� 57).

The averaged longitudinal inner wall temperature

Tw;CðxÞ and the averaged local heat flux �qs;CðxÞ are

mathematically averaged along the perimeter of the



Fig. 7. Local temperature distribution in y–z plane at different x
location along the flow direction (DP ¼ 50 kPa, Re � 144,

Treference ¼ 32 �C, the mean velocity is 1.312 m/s). (a) x ¼ 0, (b)

x ¼ Lx=2 (5 mm), (c) x ¼ Lx (10 mm).
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inner wall, and the longitudinal bulk liquid temperature

T lðxÞ is averaged according to energy conservation.

With Eqs. (22)–(24), the longitudinal heat transfer

coefficient variation and the longitudinal Nusselt num-

ber variation for these three cases can be determined and

are shown in Figs. 10 and 11, respectively. The thermal

entrance lengths for these three cases are 4, 2, and 1 mm,

respectively. From these two figures it can be concluded

that the variations of the heat transfer coefficient and the

Nusselt number along the flow direction is quite small

for this type of microchannel heat sink after the thermal
entrance lengths (the simplest type). It should be noted

that since the grid size in the flow direction is relatively

coarse, the local heat transfer is not as accurate or de-

tailed as is the case for the y- and z-direction. However,

the resolution is sufficient to aid in the design of micro-

heat sinks for industrial applications and also to provide

information and insight into the fluid flow characteris-

tics in the flow direction.
4.3. Further discussion

The principal issues in heat sink design are the overall

heat transfer performance (for electronic cooling) and

the local temperature gradient (for determining the

thermal stress). While a number of investigations are

currently underway to actually measure the temperature

and pressure gradients in these microchannels, no

experimental data are currently available.

In order to aid in the prediction of the thermal and

fluid flow characteristics, a correlation is developed here

based upon the numerical results shown in Fig. 11.

Using the proportionally averaged equivalent value Nueq
of the local Nux number in the longitudinal direction as

shown in Fig. 11, the conventional form of the correla-

tion for the Nusselt number as given in [16] and fitting

the data obtained, the following correlation can be

developed for the overall equivalent Nusselt number (the

datas of Nueq are shown in Table 2 (the sixth column).

Another three more cases are calculated to ensure the

correctness of the correlation developed in this article

(the results are also shown in Table 2),

Nueq ¼ 4:1þ 0:14 � ðDh=LÞ � ReD � Pr
1þ 0:05½ðDh=LÞ � ReD � Pr�2=3

ð25Þ

Here, the reference temperature for the thermo-

physical properties of water was chosen as Treference ¼
ðTl;in þ Tl;outÞ=2. The corresponding thermal and hydro-

dynamic parameters are given in Table 2. For the cases

investigated here, the Prandtl number, Pr, is not an

independent parameter, since Pr is chosen based upon

the reference temperature Treference and this value,

Treference, is calculated from the energy balance for each

pressure drop (or Re number) using Eq. (19). It is

apparent here that the asymptote, Nu ¼ 4:1, lies between
the values for a constant axial wall heat flux, 4.8, and a

constant axial wall temperature, 4.0, for fully developed

laminar flow in ducts, of rectangular cross-section with

(W : H ¼ 1 : 3). It should be noted here that Eq. (25) is

specifically for the water/silicon system and for the

specific geometry of the heat sink used in this work.

Comparisons between the predicted results given by Eq.

(25) and the numerical results are plotted in Figs. 12 and

13. If the error is estimated to be 5% or less, it is

apparent that Eq. (25) can be used to accurately predict

the Nusselt number. It should also be noted that based



Fig. 8. Contour of temperature in the heat sink at the cross-section of the outlet of the channel (DP ¼ 50 kPa, Re � 144, Treference ¼ 32

�C, the mean velocity is 1.312 m/s). (a) Temperature in the heat sink, (b) local temperature inside the channel.
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upon Fig. 11 the asymptote for the average longitudinal

Nusselt number, Nux, should be approximately 4.0. Be-

cause of the limitations in the grid size used in the

numerical simulation developed here and with the ob-

tained equivalent Nueq as shown in Table 2, a value of

4.1 is proposed for the thermal fully developed flow

under such conditions.

In many previous investigations, the average heat

transfer coefficient is simply defined as �h ¼ qw
DT ave

which is

determined based upon the heat flux density applied to

the bottom of the substrate and the temperature differ-

ence between the average substrate wall temperature and

the bulk liquid temperature ðDT ave ¼ T wðxÞ � T lðxÞÞ.
However, this definition does not consider the true

convective heat transfer surface, which is the total sur-

face area of the inner wall of the channel instead of the

bottom surface of the substrate. Thus, the expression
�h ¼ qw
DT ave

, significantly overestimates the heat transfer

coefficient by a factor equal to the relative area ratio

between the total inner wall surface area and the surface

area of the bottom of the substrate. From an energy

balance, a more accurate estimation of the convective

heat transfer coefficient can be expressed as,

qw � Aw ¼ �hx � S � ðT wðxÞ � T lðxÞÞ ð26Þ

where, Aw ¼ Lx � Lz; S ¼ Lx � ð2W þ 2HÞ, and T wðxÞ ¼P99

k¼1
Twði;j¼1;kÞ
99

, and the local Nusselt number is

Nux ¼
�hx � Dh

kl
ð27Þ

Fig. 14 illustrates the longitudinal mean temperature

variations at the bottom wall and in the bulk liquid for



Fig. 9. Local temperature distribution in x–y plane at z ¼ Lz=2. (a) DP ¼ 50 kPa, Re � 144, Treference ¼ 32 �C, the mean velocity is 1.312

m/s; (b) DP ¼ 15 kPa, Re � 77, Treference ¼ 47 �C, the mean velocity is 0.526 m/s; (c) DP ¼ 6 kPa, Re � 42, Treference ¼ 57 �C, the mean

velocity is 0.249 m/s. The temperature at the outlet for the case of DP ¼ 6 kPa is higher than 100 �C where boiling may occur.

Therefore, the numerical solution for single-phase flow may not be valid there.
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the three cases evaluated here. As shown, the bulk

temperature variation in the liquid along the flow

direction assumes a quasi-linear form for high mass flow

rates or large Reynolds numbers.

The results of the local Nusselt number Nux;rough
calculated from Eqs. (26) and (27) are plotted in Fig. 15.

If the data, shown in Fig. 15 are compared with the

detailed results shown in Fig. 11, it is apparent that if the

definitions for the heat transfer coefficient and Nusselt

number, Eqs. (26) and (27), respectively, are used, the

heat transfer will be underestimated at the entrance

portion of the channel (especially close to the inlet) and

overestimated towards the end of the channel. Eqs. (26)

and (27) do not consider either the heat conduction in
the substrate and the conjugate heat transfer influence

on the local heat flux variation along the longitudinal

direction, or the flow direction. From the temperature

distribution in the heat sink shown in Fig. 9a–c, the

temperature gradient in the substrate and liquid are

calculated for the different cases and are shown in Fig.

16a–c, respectively. If the heat flux distribution is eval-

uated from the temperature gradient with~q ¼ �krT , it
is apparent that the heat in the substrate will be con-

ducted into the front part of the heat sink due to the

temperature gradient, especially for low liquid flow

rates. From Fig. 16a, it is apparent that only a small

portion of the heat is conducted into the front part of

the heat sink due to the high liquid velocity. From Fig.



Fig. 11. Longitudinal Nusselt number variation for the three

cases (DP ¼ 50, 15 and 6 kPa).

Table 2

Thermal and hydrodynamic parameters and overall Nu number from calculationsa

Cases DP (kPa) Treference (�C) Re Pr Nueq Nurough Nudefinition

1 50 32 144 5.25 4.97 4.08 4.23

2 15 47 77 3.8 4.67 3.45 3.57

3 6 57 42 3.2 4.38 3.69 3.16

4 65 27 152 5.9 4.99 4.26 4.34

5 35 37 118 4.6 4.83 3.65 3.91

6b 3 57 20 3.2 4.21 5.61 2.28

aThe thermal properties of water are adopted from Ref. [16].
b The heat flux is 40 W/cm2.

Fig. 12. The predicted values from the correlation Eq. (25)

developed in this work and the numerical results for overall

equivalent Nu number.

Fig. 13. Comparison between the predicted values from Eq.

(25) and the numerical results for overall equivalent Nu number.

Fig. 10. Longitudinal heat transfer coefficient variation for the

three different cases (DP ¼ 50, 15 and 6 kPa).
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16c a large portion of heat is conducted into the front

part of the heat sink due to the low liquid velocity. This
is the reason why the temperature variations in Fig. 14

have different gradients, especially at the front part of



Fig. 14. Longitudinal mean temperature variations at the bot-

tom wall and in bulk liquid.

Fig. 15. The results of the local Nusselt number calculated

from a rough definition of the heat transfer coefficient.
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the curves. For these reasons, the Nusselt number can be

approximated from Eqs. (26) and (27) and is shown as

Nux;rough. An enlarged view of temperature gradient in

the substrate and at the inside wall close to the entrance

is shown in Fig. 17. Here the thermal entrance is clearly

apparent, e.g., as shown in Fig. 17(a) after 2.5 mm the

heat flux at the inside wall of channel still varies for

Re ¼ 144, but as shown in Fig. 17(b) after 1 mm the heat

flux does not change at the inside wall of channel for

Re ¼ 42, which agrees with the results as shown in Fig.

11.

The roughly averaged overall Nusselt number from,

Nurough, can be obtained for the different cases, which is

proportionally mathematically averaged on the basis of

Nux;rough shown in Fig. 15. The results are shown in Table
2 (the seventh column), which indicates that even though

the magnitude of the average Nusselt number Nurough
obtained from Eq. (27), i.e., using an energy balance,

agrees reasonably well with the average Nusselt number

Nueq from the detailed and more accurate analysis given

in Eq. (21)–(24), the trend of the Nurough with respect to

the variation of the Reynolds number is incorrect for the

reasons outlined above. This raises another issue and

that is how to interpret the experimental results for these

types of investigations. The following considerations

must be taken into account in the evaluation of any

experimental results:

(1) Because to date all of the experimental data utilizes

the temperature at the substrate wall and at the inlet

and outlet of the channel, simply using the data

reduction described in Eqs. (26) and (27) may lead

to an incorrect conclusion as may have been the case

in [20]. A general review of this topic can be found in

Ref. [21].

(2) Since it is difficult to measure the local heat flux at

the inner wall of the channel, the definition of the

heat transfer coefficient is very important and will

strongly influence the results and how the heat trans-

fer varies in micro-heat sinks.

In order to determine an optimal definition for the

heat transfer coefficient and Nusselt number for use in

evaluating experimental results, a comparison of the

different definitions was conducted to evaluate the merits

of the various definitions that either might or have been

used previously. If the following definition is utilized, the

results approach the numerically predicted values and

also represent the correct variation of the Nusselt

number with respect to the Reynolds number,

DT ðxÞ ¼ ðDT ðxÞ � DT aveÞ
lnðDT ðxÞ=DT aveÞ

ð28Þ

where DT ðxÞ ¼ T wðxÞ � T lðxÞ, DT ave ¼ Tw;ave � T l;ave and

T w;ave, T l;ave are mathematically averaged values from

T wðxÞ, T lðxÞ, respectively. For experimental data pro-

cessing, Tw;ave, T l;ave are the averaged values from the

measured temperature of the liquid and substrate wall

respectively along the flow direction. From a heat

transfer perspective, a log-mean temperature difference

(LMTD) has been used to describe the temperature

variation in the longitudinal direction. This parameter

allows the overall averaged temperature difference,

DT ave, to be used as a comparative value to compensate

for the different heat flux densities in the longitudinal

direction. If the definition of DT ðxÞ of Eq. (28) is

substituted into Eq. (26) replacing DT ave, an overall, but

more reasonable average Nusselt number Nudefinition is

obtained, based on the numerical results as shown in

Fig. 11. The resulting parameter Nudefinition is shown in



Fig. 16. Heat flux distribution in substrate and liquid. (a) DP ¼ 50 kPa, Re � 144, Treference ¼ 32 �C, the mean velocity is 1.312 m/s; (b)

DP ¼ 15 kPa, Re � 77, Treference ¼ 47 �C, the mean velocity is 0.526 m/s; (c) DP ¼ 6 kPa, Re � 42, Treference ¼ 57 �C, the mean velocity is

0.249 m/s.
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the last column of Table 2. As shown, the difference in

the Nusselt number between the accurate analysis of the

local heat transfer Nueq and the result from the definition

Eq. (28) Nudefinition is approximately 1. The principal

reason for this difference is that the local heat flux

density at the inner wall of the channel is typically not

measured and can only be estimated from the substrate

wall temperature and the liquid bulk temperature.

Based upon the analysis performed here, it is clear

that the definition given in Eq. (28), can be used with

Eqs. (26) and (27) to correctly interpret the limited data

(the substrate wall temperature and the inlet and outlet

liquid bulk temperature) obtained experimentally.

Another important issue related to the experiment is

the heat loss associated with the longitudinal heat con-

duction from the substrate to the ambient. From Fig.
16a–c it is apparent that the longitudinal heat conduc-

tion along the silicon wafer at different Reynolds num-

bers is different. The components of the heat flux vectors

can be evaluated from the calculated temperature gra-

dient as shown in Fig. 16a–c. As shown, for Re ¼ 140,

approximately 10% of the heat is conducted into the

front part of the heat sink near the edge and approxi-

mately 20% of the heat is conducted into the front part

of the heat sink in the middle region of the heat sink.

However, for Re ¼ 40, these values are approximately

40% and 60%, respectively. In reality, because it is dif-

ficult to achieve an adiabatic boundary at the inlet and

outlet of the heat sink as assumed in the numerical

model, a significant portion of the heat loss is trans-

ferred to the ambient environment, especially for low

fluid flow conditions. Thus, when evaluating the heat



Fig. 17. Heat flux distribution in substrate close to the inlet. (a)

DP ¼ 50 kPa, Re � 144, Treference ¼ 32 �C, the mean velocity is

1.312 m/s; (b) DP ¼ 6 kPa, Re � 42, Treference ¼ 57 �C, the mean

velocity is 0.249 m/s.
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transfer in micro-heat sinks with low fluid flow rates,

particular attention should be paid to the effects of this

heat loss.
5. Conclusions

A detailed numerical simulation of the heat transfer

occurring in silicon-based microchannel heat sinks has

been conducted using a simplified three-dimensional

conjugate heat transfer model (2D fluid flow and 3D

heat transfer). The micro-heat sink modeled consists of a

10 mm long silicon substrate, with rectangular micro-

channels, 57 lm wide and 180 lm deep, fabricated along

the entire length. A finite difference numerical code was

developed using a Tri-Diagonal Matrix Algorithm

(TDMA) to solve the governing equations. The vali-

dated code provided detailed temperature and heat flux

distributions in the microchannel heat sink. The influ-

ence of the geometric parameters of the channel and the

thermophysical properties of the fluid on the flow and

the heat transfer, are investigated using a temperature-

dependent thermophysical property method. The results
indicate that the thermophysical properties of the liquid

can significantly influence both the flow and heat

transfer in the microchannel heat sink. The bulk liquid

temperature is shown to vary in a quasi-linear form

along the flow direction for high fluid flow rates, but not

for low flow rates. Comparison of the numerical results

with other published numerical results and experimental

data available in the literature for Reynolds numbers

less than 200 based on a hydraulic diameter of Dh ¼ 86

lm and Dh=Lx < 0:01, indicates that the assumption of

hydrodynamic, fully developed laminar flow is valid.

The thermal entrance length is also obtained from the

detailed local heat transfer coefficient calculation and a

correlation for the overall averaged Nusselt number with

the Reynolds number is developed and discussed. The

results indicate that variations in the way the Nusselt

number is defined may result in different conclusions

even using the same experimental data. For proper

analysis of the experimental results, a methodology is

proposed whereby measured data can be evaluated and

processed in order to provide consistent interpretation, a

more complete understanding and better interpretation

of these experimental data.
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